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Abstract
Introduction: Fourier domain Optical coherence tomography (OCT) is a widely used high-
resolution optical imaging technique. It is useful for various applications in medical imaging, such 
as ophthalmology (e.g. retinal imaging for diagnosing complications like glaucoma or macular 
degeneration), dermatology, oncology, and cardiology. The ability to noninvasively measure both 
the refractive index and thickness of biological tissues could have various medical applications and 
enable earlier disease detection. For example, observing changes in the refractive index can help 
distinguish between tissues with normal or abnormal function.
Methods: In this study, the theoretical framework for simultaneous measurement of the refractive 
index and physical thickness of multilayer systems is proposed and tested for two different samples, 
each having three layers, a glass/NaCl solution/glass sample and a glass/sugar solution/glass sample. 
The whole signal processing procedure and the experimental setup are described. 
Results: The refractive index and thickness of salt water and sugar water samples in the Fourier-
domain OCT (FD-OCT) system were obtained. The resulting data were compared with reference 
measurements and showed a deviation of about 1% for the samples.
Conclusion: We tested the proposed framework for the simultaneous extraction of the refractive 
index and thickness of multilayer systems of salt water and sugar water from its FD-OCT data. We 
showed that the measured parameters were in agreement with reference amounts. 
Keywords: Optical coherence tomography; Refractive index; Fourier domain OCT; Medical imaging; 
Ophthalmology.
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Introduction
Throughout the last two decades, optical coherence 
tomography (OCT) has become an established technique 
in numerous research domains as a noninvasive cross-
sectional imaging tool.1 Although the main application of 
OCT is in ophthalmology, there is emerging attention to 
the employment of OCT techniques in other medical and 
industrial applications1 such as diagnosing and screening 
neural diseases like Alzheimer, Parkinson and multiple 
scoliosis (MS),2 OCT-based cardiovascular imaging3 and 
the assessment of cancers like brain tumors, breast cancer, 
and melanoma.4-7 Therefore, improving OCT imaging 
techniques and developing related applications have 
become the subject of many research articles. Among 
them, quantum OCT,8 polarization-sensitive OCT,9 and 
simultaneous measurement of thickness and refractive 
index10 are some of the most effective propositions. 

In this paper, a method for extracting the refractive 

index from the measured optical path length has 
been implemented, experimentally investigated, and 
characterized as an extra dimension or extra level of 
precession to the resulting information. The authors 
believe the extraction of this information is essential 
for two reasons. First, reporting the physical thickness 
of layers is important since many medical indications 
are based on the thickness of specific layers.11 Secondly, 
this potential can be seen as a powerful diagnostic 
tool in medical applications like finding tumors with 
different refractive indexes from the normal tissue. Yun 
et al developed a method to measure both the refractive 
index and thickness from an OCT image.11 The proposed 
technique is based on inserting a needle into the sample. 
Hence, this method is intrusive and is appropriate only for 
in vitro applications. However, for an in vivo application 
like retinal layers of a patient, this method cannot be used 
and the theoretical method proposed by12 seems more 
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beneficial due to its non-invasive nature. 
This paper discusses the implementation procedure 

and theoretical aspects in Materials and Methods section. 
In section (3), the experimental setup and composition 
of the test samples can be found, and in section (4), the 
results of our measurements are compared with the 
reference values and computer simulations. 

Materials and Methods
The development of Fourier-domain OCT (FD-OCT) 
has provided notable improvements in the imaging rate 
and detection sensitivity.13-16 Both spectrometer-based 
spectral-domain (SD-OCT) and swept-source OCT (SS-
OCT) realizations are similar from a theoretical point 
of view because the measured spectrum discretized by 
the CCD pixels can be interpreted the same as the time-
multiplexed output of the balanced detector in SS-OCT 
configuration.12,17,18The method used in this work and the 
experimental results are based on SD-OCT configuration, 
but a similar approach can be utilized for SS-OCT devices.

The SD-OCT system uses a broad-spectrum source 
similar to time domain (TD-OCT) systems. The main 
difference is the reference mirror does not move while 
scanning, which gives the system a far faster operating 
capability, and the balance detector is replaced by a system 
of diffraction gratings and a line scan camera.

In this paper, a summation method has been used for 
the calculations. This method requires a minor change 
in refractive indices in a sample in such a way that the 
multiple reflections are negligible.

As depicted in Figure 1, the field amplitude of the 
beam from a short coherent light source is divided into 
two parts by a beam splitter, one incident on a reference 
mirror and the other part incident on the object.

The total field at the beam splitter position is the sum 

of the fields reflected from each interface of the sample9:
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where N is the number of layers of the object, k is the 

wavenumber in free space, nl and dl are the refractive 
indices and the physical thickness of the first layer 
(n0d0 = Z0), and r(j) is the reflected field amplitude from 
each interface. 

The interference signal recorded on the detector is18:
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Equation (2) consists of 3 parts:
•	 DC term which is independent of the path.
•	 CC term that is related to the optical path difference 

between the reflected beam from each interface and 
the beam reflected from the reference mirror.

•	 AC term caused by the interference between the 
reflected fields from different layers of the sample 
with each other.

The overall process of estimating refractive indexes 
from the spectral information can be described as shown 
in Figure 2. The first step is to resample the non-linear 
λ-sampled spectrum to linearly spaced data. Then the 
spectrum is filtered using a wavelet-based denoising filter 
and eventually using an iterative phase compensation 
algorithm21,22; existing nonlinearities and instrument 
dispersion effects are removed and the spectral data of a 
depth scan is ready for extracting the refractive indexes. 

Figure 1. Schematic Presentation of the FD-OCT System.
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Signal Processing
The procedure of manipulating the raw spectral data to 
be ready for refractive index extraction includes several 
steps. The first step is wave-number resampling. In 
many cases, spectrometer pixels are linearly spaced in 
the wavelength space which leads to non-linear sampled 
data in the wave-number space (wave-number = 2π/
wavelength). This non-linear effect causes a depth-
dependent broadening of depth-related peaks and 
therefore decreases OCT resolution. The simplest way 
is linear or cubic spline interpolation techniques, both 
of which result in considerable levels of resampling 
nonlinearity and depth-dependent dispersion.23,24 Zero-
padding interpolation is also an option with a lower non-
linearity level and requires lower computing capacity.25,26 
In this paper, the zero-padding resampling method has 
been exploited. The performance of these methods is 
compared for a 1024-point measured raw interferogram 
of a multilayer scotch tape in Figure 3. 

According to Figure 3c, linear interpolation 
considerably degrades the peak intensity and despite its 
lower execution time in MATLAB (about 9 ms) has not 
been used in this work. Although, spline interpolation 
and zero padding are comparable in terms of preserving 
the original peak intensity much less execution time 
for zero padding makes it beneficial to a high speed 
nature of OCT systems. According to our MATLAB 
algorithm spline interpolation took 44 ms for this single 
interferogram while zero padding by the factor of 3 using 
Fourier domain method (Figure 3c) needed about 10 ms. 

After resampling, the k-space spectrum should be 
denoised using appropriate filters. There are many 
sources of noise contributing to SD-OCT systems, 
such as vibrational noise, fixed noise, electronic noise, 
and various detector noise.27,28 Due to the high level of 
scattering and depth-dependent sensitivity limitations 
in SD-OCT systems, it is quite critical to decrease the 

signal to noise ratio (SNR) ratio as much as possible to 
reach the theoretically achievable depth. In our approach, 
denoising is done in several steps. The first step is a 
general denoising procedure consisting of low-pass and 
then wavelet-based filtering. Low-pass filtering should be 
done to remove the unwanted high-frequency spikes in 
the spectrum, and its cut-off frequency should be chosen 
above the highest meaningful frequency resulting from 
an interface placed in the maximum achievable depth. 
However, after low-pass filtering, the noise level is still 
high due to the existing noise in the same bandwidth as 
the signal. To reduce the effect of unwanted interferences 
and noises from the interferogram, wavelet-based 
denoising is proven fruitful.11 Wavelet-based filters 
decompose the signal using several base functions and 
use soft or hard thresholding methods for denoising. In 
our case the filter design parameters such as filter order 
and thresholding method should be optimized for the 
interferogram signal for best performance and precision. 
To do so, we have examined several denoising methods 
like Bayesian29-30 and James-Stein block wavelet-based 
thresholding31 schemes. As a result, Daubechies wavelet 
basis and Stein thresholding method have been chosen 
for denoising the interferogram. and the result is shown 
in Figure 4 for the same interferogram as before. It should 
be noticed that due to the high scan rates in the SD-
OCT devices, computational delay in each step is a key 
parameter in providing real-time high-quality results and 
wavelet-based denoising fulfills this requirement with 
a 20 milliseconds computational time in the MATLAB 
platform. 

Fixed noises, high-intensity peaks at z = 0 (DC) and 
the unwanted autocorrelation (AC) peaks should also 
be removed for achieving a correct OCT tomogram. 
DC peak is easy to remove because its position is fixed 
and one just needs to find the first zero of the z-space 
results and put away everything before. Alternatively, 

Figure 2. Workflow of the Refractive Index and Thickness Extraction.
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it can be omitted by an appropriate high path filter 
on the spectrum. Autocorrelation peaks are related to 
the interference patterns resulting from the multiple 
reflections in the sample. However, autocorrelation peaks 
are more challenging to remove and methods like phase-
shifting interferometry may be needed.32 To keep the 
OCT setup hardware as simple as possible and due to the 
negligible effect of autocorrelation terms, we will neglect 
the autocorrelation noise for now and move to the next 

step. 
Refractive Index Estimation
In this section, our method for decoupling refractive 
index and layer thickness will be described based on the 
mentioned processing algorithms and the summation 
method. For the sake of simplicity, a two-layer sample 
is assumed for the mathematical solution. However, it is 
safe to say that this method could be applied to samples 
with any number of layers while the summation method 

Figure 3. (a) Measured Interferogram, (b) Resampled k-Space Spectrum, and (c) Depth Domain Signal for Linear Interpolation (Dashed Line), Spline 
Interpolation (Dotted Line), and Zero-Padding (Solid Line).
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assumption is preserved. Considering the two-layer 
system, the normalized signal after removing AC and DC 
terms is equal to18:
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Where r1, r2, and r3 are Fresnel reflection coefficients.
In this approach, we calculate the optical path length 

of each layer (δ1; δ2), which is the typical output of a 
conventional SD-OCT setup. These could be obtained 
from the Fourier transform of the interference spectrum. 
Considering (3) and having optical path lengths measured, 
there are three unknown reflection coefficients. As a 
result, we should choose three wavenumbers (k1, k2,k3) 
to solve for these three values which lead to (4). These 
three points in the wavenumber space should be precisely 
selected to minimize calculation error originating from 
any approximation in the summation method One can 
do this by recursively sweeping the whole spectrum for a 

combination with minimized error for a test sample with 
a known refractive index and thickness. 
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After solving the equation for the Fresnel coefficients, 
assuming n0 is known, the refractive indexes can be 
calculated from Fresnel coefficients: 
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Accordingly, the thickness of each layer can be obtained from:

Figure 4. (a) the Denoised Depth Data of Figure 1, (b) Logarithmic Scale Result for Denoised Interferogram. solid line shows the denoised signal and dotted 
line illustrates the original noisy data.
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As mentioned before, this method can be generalized 
for a system of many layers as long as the summation 
approximation is valid. Moreover, beyond the summation 
approximation, the resulting set of equations that will be 
more complex and intermixed can still be solved and this 
method can be applied for noninvasive measurement of 
the refractive index of layers in a variety of samples. 

Image Reconstruction 
The previous section explored the method to calculate the 
refractive index in a simple A-scan. In this section, image 
reconstruction for a complete image comprised of several 
A-scans will be shortly discussed and the possible benefits 
will be explained. 

According to section 2.2, the refractive index and 
thickness of each layer can be calculated using the 
summation method. By repeating this process for every 
A-scan, one can build a matrix in which every interface 
is marked by 1 and the rest zero. The resulting image is 
a black and white image that can show the dimensions 
correctly rather than showing approximately optical paths. 
The next steps are to color the image with a colormap 
corresponding to the changes in the refractive index for 
each layer and apply suitable image processing algorithms 
to reach more realistic or more favorable results based 
on the user’s needs. As mentioned in the introduction, 
generating a refractive index depth map of the sample 
under test can be beneficial in many circumstances.31,32

Experimental Setup
A schematic of the setup is depicted in Figure 5. It consists 
of a white LED as the light source, a pinhole with a 500 nm 
diameter and two lenses to make a narrow parallel beam. 
The beam is aligned to have the narrowest diameter at the 
sample position.

The beam splitter should be perpendicular to the 
incident beam, the reference mirror is also placed 
perpendicular to the incident beam on a micrometer rail, 
the length of the sample and reference arms are equal and 

the sample surface is perpendicular to the beam to overlap 
more efficiently. Thin layers of saturated salt-water and 
sugar-water solutions at room temperature are used as the 
samples in our experiment. 
•	 Two S1 lamellas with a thin layer of salt water in 

between (saturated at room temperature).
•	 Two S1 lamellas with a thin layer of sugar water in 

between (saturated at room temperature).
After installation of the setup for each sample, the 

reference mirror is moved on the rail with micrometer 
accuracy so that its reflection is at a suitable distance (less 
than the source coherence length). To observe the peak 
of the layers (after taking the Fourier transform) with the 
highest height, it was tried to minimize the difference 
between the lengths of the two arms for the mirror and 
the first border of the sample, so the first peak is created 
almost at the origin. This goal was achieved by moving 
the mirror to achieve the lowest frequency interference 
outside the sample range.

The specifications of the spectrometer are presented in 
Table 1.

Results and Discussion
The results of experiments on saltwater and sugar water 
are presented in this section.

The spectrum shown in Figure 6 is linearized by 
combining zero padding and linear interpolation 
methods, and noise correction is performed by correcting 
the wavelet coefficients. In Figure 5, using the Hilbert 
conversion method and also eliminating the scattering 
effects, the depth domain data scattering effects are 
depicted. Also, for more clarity, the first peak due to the 
border behind the lamen glass is removed and the two 
peaks shown in Figure 7 are related to the border between 
the first lamen glass and saltwater and the second lamen 
glass and saltwater. In this figure, the distance between 

Figure 5. The Schematic of the Spectral Domain-OCT Setup .

Table 1. Spectrometer Information

CCD sensor Toshiba TCD 1304AP

Optical bench Czerny turner

Measuring range 200-1100 nm

Resolution 1.8 nm

Slit 25 um

Pixel 3648

pixel size 8 um * 200 um

pixel depth 100 000 electrons

Signal to noise ratio 800:1

Exposure time 10 us –60 s

A/D resolution 16 bit

Linear variable filter Yes

Weight 430 g 

Dimensions 102 mm * 84 mm * 59 mm 

Fiber optic connector SMA (um) SMA905 (400 um)

External trigger Yes
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them represents the light length (the product of the 
refractive index of water and salt and the thickness of the 
saltwater layer).

In the second image, the distance between the two 
peaks is equal to 10.5 μm. If we use the algorithm designed 
in the previous sections to separate the refractive index 
and thickness, for this example, we will reach the actual 
thickness of 7.95 microns and the refractive index of 1.32.

 To measure the accuracy of this method in a real trial, a 
standard sample with certain specifications must be used 
according to the measurement limitations of the set-up, 
so that we can test the accuracy of this method correctly. 
In this regard, using the refractometer, we measured the 
refractive index value of this sample accurately, which was 
1.3335, indicating a very small error of refractive index 
measurement of 1%.

For examining the accuracy of this method and 
overcoming the limitations of the set-up made for use in 
Figures 6 and 7, another sample is prepared with a solution 
of water and sugar, which is expected to have a different 
refractive index than the water and salt sample. In this 
example, the optical length of the water and sugar layer 
is 13 microns, and according to the described algorithm, 

the refractive index and the actual thickness of this layer 
can be obtained as 1.35 and 9.63 microns respectively. 
These data were obtained for an A-scan in-depth scan. 
The measured refractive index for this sample was 1.3375 
using the refractive index, which again shows a similar 
error of 1%. A real and practical sample, for example, 
ophthalmology, requires more research.

Figure 8 shows the interference spectrum of the lamellar 
sample with the water and salt layer, acquired by the set-
up used in this study. The white light spectrum of the 
LED source is also intended for the light source. As it is 
shown, the spectral width of this light source is very large, 
which theoretically creates a very small coherence length, 
resulting in high resolution at depth.

In Figures 7 and 9, the refractive index of each of the 
water-salt and water-sugar samples according to the 
length of the sample, which in the first lamel consists of 
glass and water-salt and glass and in the second lamel 
consists of glass and water-sugar and the glass is drawn.

Figure 6. Processed Spectrum for Saltwater Sample.

Figure 7. Fourier Transform Image for a Saltwater Sample.

Figure 8. Spectrometer spectrum image for sugar water sample.

Figure 9. Fourier Transform Image for a Sample of Sugar Water.
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Figure 10 and 11 show the refractive index changes 
in terms of sample lengths for salted water and sugar 
solution, respectively.

Conclusion
As mentioned before, existing methods and devices are 
not able to measure the thickness and refractive index 
separately for the sample. In this project, using the theory 
that we introduced for simultaneous measurement of 
the physical thickness and refractive index of multilayer 
systems, we were able to simultaneously measure the 
refractive index (n) and physical thickness (d) for the 
test samples (salt water and sugar water) and validate the 
results. We want the sample (same information) as FD-
OCT, which is used to calculate the optical thickness of 
the layers and give the measurement algorithm as raw 
data. We expect the method to be used in various fields 

of medicine. For example, by generalizing this method 
to measure the thickness and refractive index of retinal 
layers, the effect of different diseases on the amount and 
change of these quantities can be investigated.
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