Forecasting New Cases of Bipolar Disorder Using Poisson Hidden Markov Model
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Abstract

Background: Bipolar disorder (BD) is a major public health problem. In time series count data there may be over dispersion, and serial dependency. In such situation some models that can consider the dependency are needed. The purpose current research was to use Poisson hidden Markov model to forecast new monthly BD instances.

Methods: In current study the dataset including the frequency of new instances of BD from October 2008 to March 2015 in Hamadan Province, the west of Iran were used. We used Poisson hidden Markov with different number of conditions to determine the best model according to Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC). Then we used final model to forecast for the next 24 months.

Results: Poisson hidden Markov with two states were chosen as the final model. Each component of dependent mixture model explained one of the states. The results showed that the new BD cases is increase over time and due to forecasting results number of patients for the next 24 months comforted in state two with mean 85.15. The forecast interval was approximately (56, 100).

Conclusion: As the Poisson hidden Markov models was not used to forecast the future states in other prior researches, the findings of this study set forward a forecasting strategy as an alternative to common methods, by considering its deficiencies.
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Introduction

Bipolar disorder (BD) is common disorder and a major public health problem. This disorder is severing chronic and accompanied by problems in the person’s psychosocial functioning.1 Based on the DSM-IV-TR, a diagnosis of (BD) requires manic, hypomanic, or mixed episodes.2 Adding to the suffering of this patients and their families, the condition significantly increases costs for society.3

There is BD in all over the world. Lifetime prevalence rates of bipolar I disorder are estimated to range from 1.6 to 0.2%.4 Over 90% of patients with BD experience recurrences during their lifetimes.5 The relapse rate in the over periods of 2 years is close to 60%, and over 5 years, 75%.6,7 According to the reported of WHO, BD is the 6 worldwide prominent reason of life disability worldwide among persons aged 15 to 44 years.8

To identifying such risk factors it can be used to compare incident cases to non-cases. The annual incidence of bipolar illness is less than 1 percent. As the incidence of BD is low, it is difficult to estimate, because milder forms of BD are often missed. Most incidence researches in BD identify cases at admission.9-11

We used statistical methods for the analysis of time series BD. When the observations are a sequence of unbounded counts, using regular time series models that are established on continuous outcomes with continuous distribution are not suitable.11,12 The Poisson distribution is a natural choice to describe such data. The most important exclusivity of this distribution is the equality of the mean and the variance. But often this exclusivity will not hold and variance is bigger than the mean, which is called over dispersion. Using mixture models is one way to handle this problem.12 As when the data are a series of unbounded counts there may be over dispersion, and serial dependency, using independent Poisson random variables are also not appropriate and some models that incorporate this dependency are needed.12

Hidden Markov model can accommodate both over dispersion and serial dependency by allowing the probability distribution of each observation to depend on
the unobserved state of a Markov chain. The hidden part of this model use Markov property that means, occupied state at each step depends only on the previous state. Although hidden Markov model has been used in different areas, it is not common in medical and psychological sciences. Due to the importance of knowing frequency of BD patients for the preventive action, we need number of these patients for next times.

In the current research, we aimed to use Poisson hidden Markov (PHM) model as the forecast method to predict the number of patients that diagnosis whit BD.

Materials and Methods

Data Collection

In the present dataset including the frequency of new instances of BD from October 2008 to March 2015 in Hamadan Province, the west of Iran was used. This data belongs to the patients with new recurrence leading to hospitalization in the Farshchian Sina hospital.

Hidden Markov Model

Hidden Markov model is a special kind of mixture model. This model consists of two parts:

The first part is hidden states \( \{C_t\} \), which have Markov property and is called parameter processes, and the second one is an observed parameter \( \{X_t\} \), state-dependent process. \( X_t \) depends on the present state of \( C_t \) and not on prior states. The observation of this part are independent conditionally on hidden states. The model is represented as follows:

\[
P(C_{t+1} | C_t, C_{t-1},...,C_1) = P(C_{t+1} | C_t), \quad t = 1, 2, ...
\]

\[
P(X_{t+1} | X_t, X_{t-1},...,X_1, C_{t+1}, C_{t-1},...,C_1) = P(X_{t+1} | C_{t+1}), \quad t \in N.
\]

Let \( C_t \) represent an irreducible Markov chain and has \( m \) states, then we call \( X_t \) an \( m \)-state hidden Markov model by the transition matrix \( \Gamma = (\gamma_j^i) \). Hidden Markov model involves both estimating the elements of the transition matrix \( \gamma_j^i = P(C_{t+1} = j | C_t = i) \) and the parameter of model \( \lambda_i \) to estimate \( P(x) \). For discrete observations, \( P(x) \) demonstrate possibility mass function of \( X_t \) at time \( t \) if the Markov chain is state. For Poisson observation model it define as,

\[
P_t(x) = P(X_t = x | C_t = i) = \frac{e^{\lambda_i} x^i}{x !}
\]

Parameters are obtained by maximum likelihood estimation. The likelihood function of the observed data \( L_t \) can be shown by:

\[
L_t = \delta P(x_1) \Gamma P(x_2) \cdots \Gamma P(x_T)
\]

Where \( \delta \) the distribution of is \( C_t \), \( P(X) \) is diagonal matrix with the element \( P(x) \).

Making predictions about the future given the history of the process is the other purpose of the study. Forecasting distribution can be acquired from this equation:

\[
P(X_{T+1} = x | X_T = x^{(T)}) = \frac{\alpha_t \Gamma^T P(x)}{L_T}
\]

Where

\[
\alpha_t = \delta P(x_1) \Gamma P(x_2) \cdots \Gamma P(x_T), \quad t = 1, 2, ..., T
\]

And

\[
\alpha_T = \alpha_{T-1} \Gamma P(x).
\]

At first step, we examine different stationary PHM models to specify the proper number of the state. To compare the models with different status, Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC) are used. For both criterions, the best model is the one that minimizes the information criterion. Then the number of states in the best model consider as the dimension of transition. The transition probability matrix consists of the probability of transition from one state to the other and the probability of staying in each state. The parameters are estimated in the maximum likelihood framework.

Forecasting was calculated for the next 12 months. And the data for the first 6 months mean April to September 2015 used to check the model prediction ability. In this study available codes provided by Zucchini and MacDonald are used and all calculations were carried out by R.3.2.2 software.

Results

Data included the series of monthly counts of new BD cases for 79 months that contains 6336 patients. The mean and variance of new bipolar instances monthly were 80.20 and 173.11, respectively, which shows strong over dispersion in accordance with Poisson distribution. Figure 1 shows the trend of data. The maximum and minimum numbers were 45 and 114 that showed the wide range of observations.

The results of fitting PHM models with different number of states showed model with two states has the least AIC and BIC of all (Table 1).

Maximum likelihood method was used to estimate of parameters for transition matrix, probability of staying in each state and the parameter for Poisson distribution. The likelihood of direct transition from state 1 to state 2 was 0.24 and the opposite was 0.07. The probabilities of staying in state 1 and state 2 are 0.76 and 0.93 respectively. These indicate a more persistent process that tends to stay in a certain state more than transition to the other, specifically when the chain is in state 2. It means that it is expected to stay in a given state for a long time. Table 2 showed transition matrix. The mean number of new cases
in two states were 62.41 and 85.15. Min and Maximum of new BD instances in cluster related to state 1 and 2 were (45, 75) and (76, 114).

The results of prediction state for 12 next months showed that the frequency of new cases for all these months with a probability greater than 0.77 lies in state 2 by mean of 62.41. Details of forecasting results are represented in Table 3. Monthly forecast mean varies from 79.74 to 82.47 numbers in month with the intervals (56, 99) and (61, 100). The data for all the first 6 months were in the range of observation in state 2 that are consistent with model predictions.

**Discussion**

The findings of the present study illustrated that the new BD instances were increased over time, as all predicting counts lying in state 2 with mean 85.15. The available data for the first 6 months confirmed the predicting results. Although the available data was limited and more data may be needed, it can be concluded that the model has an acceptable predicting power. According to interval forecasts the new BD cases can vary approximately from 56 to 100. It should be considered that these estimates are reliable if other factors have been constant during the forecasting time.

**Table 1.** Comparison of Stationary Poisson Hidden Markov Models With Different States

<table>
<thead>
<tr>
<th>Model</th>
<th>AIC</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-state PHM</td>
<td>668.00</td>
<td>670.37</td>
</tr>
<tr>
<td>2-state PHM</td>
<td>619.48</td>
<td>628.95</td>
</tr>
<tr>
<td>3-state PHM</td>
<td>629.47</td>
<td>650.80</td>
</tr>
</tbody>
</table>

**Abbreviations:** PHM, Poisson Hidden Markov; AIC, Akaike Information Criterion; BIC, Bayesian Information Criterion.

**Table 2.** Estimation of Transition Probability

<table>
<thead>
<tr>
<th></th>
<th>State 1</th>
<th>State 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>State 1</td>
<td>0.76</td>
<td>0.24</td>
</tr>
<tr>
<td>State 2</td>
<td>0.07</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Hidden Markov model are used to model a series that are believed to transition over a finite set of unobserved states. However, we found a limited number of studies that applied this model to forecasting next states. Some studies showed that admission rates of bipolar patients increased in some months of year such as during spring and summer. But they used usual time series model like ARIMA to determining the status (high/low bipolar cases in each month). Their findings revealed a mixture of two dynamics with a low and higher level. As we noted, hidden Markov model is a kind of mixture model that in which forecasting the next status is possible. This model also has some benefits: overall capability and flexibility to manage missing data. Many researchers have been used hidden Markov models in different areas for various purposes.

Adriana Lopez used mixture of first order Markov chains and Hidden Markov models for longitudinal course of youth BD. The findings of their study illustrated that the combination of four first order Markov chains found patterns of movers and stayers and hidden Markov model with ten hidden states. He considered sex, age of bipolar onset and socio-economic status as covariates in extended hidden Markov models.

DeSantis and Bandyopadhyay used Hidden Markov models for zero inflated Poisson counts. They found that zero-inflated PHM model outperforms other models for longitudinal count up data. Hamaker et al used the threshold autoregressive model and the Markov turning autoregressive model to model the psychological processes that are characterized by recurrent shifts between different conditions. Their research was at the level of the individual. They applied these models to daily data on manic and depressive condition for individuals with rapid-cycling BD. Cooper and Lipsitch analyzed hospital infections data by using hidden Markov models. They suggested the structured hidden Markov model that is depended on a mechanistic model of the epidemic process is more biologically acceptable, and allows key epidemiological variable to be estimated.

The findings of this study need to be interpreted within...
the context of two limitations. First of all, we just focused on the frequency of new BD cases that their disease was severe and hospitalized. Furthermore, many bipolar patients may not be admitted to hospitals. The other one is that we considered the frequency of new BD cases subtypes of mood episodes. After all our suggestion for next study is to apply the PHM models in the presence of covariates such as age at diagnosis, sex, mood episode, and etc.

**Conclusion**

As the PHM models was not used to forecast the future states in other prior researches, the findings of this study set forward a forecasting strategy as an alternative to common methods, by considering its deficiencies.
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